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[[ Abstract ]]

In today's competitive environment, which one of hallmarks is the scarcity of
resources, management and performance, playslaoldéaor the organization. Since, a
large number of companies operating in the sugdusimy and parts have been member
of the Tehran Stock Exchange and follow most oirthesiness activities through Stock
Exchange; this paper compares the functional rbteese companies for each other and
seeks companies with the best performance in thkeeck industry and suggests a
performance evaluation system.

To respond the dynamic requirements of today's etsrind making effective decision,
managers need more accurate and functional maaletke€ision-making. Bu t generally,
Information about the preferences of decision malayout the criteria are expressed
based on their qualitative judgments for differegdasons and also in practice, decision-
makers judgment is often uncertain and cannot peesged by exact numeric values .So
to deal with the complexity of such decision prohdée using new and interdisciplinary
approaches are essential.

In this study, in addition to criteria which aresbd on accounting and value-based
criteria, also corporate governance-based criteaize been formed to evaluate firms’
performance and Shannon Grey entropy and Grey iBadtAnalysis have been used
due to their ability to deal with ambiguity of data

KEYWORDS: Performance evaluation, ranking, Grey Shannoropyi Grey relational
analysis

1. Introduction

Performance evaluation includes a process that umessvalues, and judges the
performance during specific period of time [3]. Rawrganization requires evaluation as
a necessary element to be aware of the degreeswabliéity and quality of its activities
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especially in complex and dynamic environments. Elav, lack of control and
evaluation discipline in one system reveals no echan between internal and external
environment of the organization resulting in agamgl finally failure of the organization

[1].

Regarding this important point that most of decisimakings related to economical,
industrial, financial, and even political areas d&n@ot several characteristics, considering
the desirability and preference of decision makersolving these issues is of utmost
importance. In most conditions, due to lack of @tirized solution for multi-criterion
evaluation, issues related to selection and ran&frige options cannot be easily solved
[18]. Some researchers believe that one performamakiation too that is suitable, can
include a vast area of performance criteria. [Iothers state that tools applied for
performance evaluation must provide the possibildgf the implementation of
comparative evaluations for organizations [16].

In the following, generalities of the present stuaie explained in the sense that
background of the study is provided first, andestant of the problem and significance
of the study are presented as well. Then, the mosiedl in the current study with the
methodology adopted is specified. Finally, disamsstonclusion, and references cited in
the study are provided.

2. Background of the Study.

Fang (2004) benefitted from grey relational analy§bRA) and TOPSIS to select
employees deploying them to abroad missions. It stated that due to relationship
between employees’ selection and considering variiteria, which are sometimes
opposites, hence, these various criteria shoulcegarded for better decision making to
dispatch employees leading to the most degree sifaihdlity. Results suggest that grey
relational analysis had better potential to fulfiie purpose of the study [6].

Dong (2006) carried out a study titled “grey demisimaking to select providers” to
introduce a new approach for solving the issuested|to multi-criteria decision making
in uncertain conditions with the application of grpossibility degree and linguistic
variables[5].

Kuo (2008) conducted a study to solve the problériocation with the application of

grey relational analysis. It was revealed thatfihéings of grey relation analysis were to
a large extent similar to the results of TOPSIShoeéf and the confirmation of the
findings obtained by the two mentioned methods aasiterion showing the reality of
the presented ranking in the study [10].

Taghizadeh and Fazli (2011) made an attempt toeptes method for measuring the
financial performance of companies in stock exclkaingTehran with the application of
fuzzy multiple criteria decision making, and betie§ from grey relational analysis and
FTOPSIS [14].

Das et al. (2012) aimed at introducing a frameworkelative performance evaluation of
technical and vocational institutes in India applyintegrated approach. The researchers
benefitted from FAHP and COPRAS and evaluated anlad seven institutes. In order
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to select and determine the degree of criteriaifstgnce and the formation of matrices
of paired comparisons, a committee consisted obxerts in the field of education
helped the researchers. In the study, the weightsiteria were determined by FAHP,
and ranking of institutes was presented using COPRw&thod [4].

3. Performance evaluation
3.1 Necessity of performance evaluation

It has been a long time that management theorynaathgement in performance have
considered a kind of relationship between effectparformance measurement and
effective management. Performance measurementt ithaaultimate goal; rather it is a
tool for the management of effective performancH.[The effectiveness of performance
measurement depends on its application, and peaftcen measurement, as a
management tool, requires including a wide rangpesformance criteria [17]. In line

with the objectives of the organization, performarevaluation makes it possible for
organizations to compare previous programs andemehted strategies with the design
of future strategies and performance goals of eyaas [9]. According to Green and
Kim (1983), performance evaluation is a tool reaghall goals [7].

3.2 Criteria of performance evaluation

Different studies highlighted various criteria fonancial performance evaluation of
companies that is possible to apply suitable ¢atedepending on management
understanding of the company. These ratios makgossible for users to provide a
summary and analysis of the related data for tbeigion of significant data for decision
making [12].

According to the comments of financial experts e fpresent study, four criteria of
accountancy including return of assets (ROA), retfr equity (ROE), operating profit

growth (OPG), and price to earnings ratio (P/E}taluate financial performance of
companies, uses seven value based financial pwafare criteria include economic
value added (EVA), market value added (MVA), caalug added (CVA), refined value

added (REVA), true value added (TVA), Tobin’s Qdameated shareholder value (CSV)
& corporate governance include the percentage nfmembers’ possession of board of
directors and the percentage of institutional ihwess

4. Shannon Entropy

One of the methods of extracting the significaneegit of criteria in decision making
with multiple criteria is Shannon entropy. The Wénef this method in relation with
other methods of extracting the significant weightthe fact that it is completely an
objective method, and it does not include the daigon of experts’ comments. Hence, if
the conditions are in a way that the occurrenceradr is probable in experts’ judgment,
application of this method can be as an appropa#egnative. In information theory,
entropy shows the degree of uncertainty in the ebgoecontent of information of a
message. In other words, entropy is a criteriontlier stated degree of uncertainty by a
discrete probability distribution (pi), in the senthat when uncertainty distributes, it is
more than the cases in which frequency distribusaharper [13].
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5. Grey relational analysis

Grey relational analysis was first proposed by Dehigis theory is applied to solve

ambiguous questions and those containing disceggeahd incomplete information. The
mentioned theory provides satisfactory and desrahltputs with the application of

relatively little information and high rate of clgeability in criteria. The grey theory,

similar to Fuzzy theory, is an effective math mofielsolving unknown and ambiguous
questions [12]. It has been applied in many fielt® solving the questions of multiple

criterion decision making, named grey relationalgsis. Grey relational analysis is part
of grey theory used in questions with complex refethips between factors and their
variables [15].

6. Method

The present study is descriptive and applied inyastg the evidenced and repeated
phenomenon in the environment and new conditiorspécific period of time. Data were
collected using library, documents, and reportsianas a field research (questionnaire).
Regarding the environmental and inscribed conditignverning sugar companies in
stock exchange in Tehran, not only was grey Shatedmique applied to determine the
weight sub-criteria of performance evaluation, ibglso benefited from grey relational
analysis as it is able to face ambiguity and dugst@rovision of new platform, it was
used to evaluate and rank the sugar companiesdk skchange in Tehran as well.

Since the aim of the study is to evaluate the perdmce of active companies in stock
exchange in Tehran during 2003-2012, the populagiahe study includes two different

ones: active companies in stock exchange in Tesmndrfinancial experts who were give
guestionnaire to fill it out.

6.1 Determination of significance degree of sub-criteria with grey Shannon entropy

“Decision making matrix” includes information theitropy can be applied as a criterion
for its evaluation. Assume that decision makingrimas as follows:

indicator
C: C, Cn
optgn
Ay |_a1|.-l’a:|L.J1] laiLz’aijzj |.a1Ln’a1L:1J
Az |,a£_1’ag1J I,aéz’agzj |_aQLn ’agn J
An aoan ] | [aha] ot &b, |

Table 6.1 evaluation of options in each indicator
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L U
[a” '8 J is the i score of indicator i that was determiimedrey color.

If one of these numbers are negative, they muspdsitive with any method. In the
present study, domain of each indicator was detedh{the least quantity of lower limit
of each column subtracted the most quantity of érdimit of each column) quantities of
lower and higher limit were added to them. As i thatrix,  is calculated as follows:

L U
on 1 o] ] o
Relation 1: 1 ZH Lj’ K

and entropy of indicator i is calculated with tllddwing relation:

Relation 2:

[EFEV]= kX" [Min(RE x Lok, RY x LnRY ), Max(R" x LnRY,RY xLnR? )| 5 O

Uncertainty or deviation degree 61‘1' obtained for indicator j states that how much
useful information for decision making the relaiadicator j provides for the decision

maker.dJ' is calculated as the follwing:

Relation 3: ldiL’deJdi :1_[E‘L’ E?J:ll_ S EJLJ 4,

Then weigh is calculated:

[atav] | ot oV
Relation 4: [W WJ]W = 2—1 ] - Z,ﬂ J z}i | iy

The following table presents the results of detaation of significance degree of sub-
criteria of performance evaluation of sugar comgsnin stock exchange in Tehran
calculated in line with coinciding with grey Shamnentropy algorithm, which was
designed in software environment by the researcher.

Sub-criteria of
performance evaluation

Sub-criteria of performance

W .
evaluation

W

X1 | return of asse(ROA) |[0.0008, 0.0787] | xg Refin?g é/\a;k)e added [0.0002 , 0.1281]

X2 | Return of equity(ROE [0.0035,0.0302] | x40 (Tobin’s Q) [0.0022,, 0.0854]

X3 Operating Profit [0.0001, 0.057] | x11 Created Shareholde’[o_0024 ,0.0813]
(OPQ Growth (CSV) Value

X4 | Price earnings ratios [0.0042,0.0324] | X12 Percentage of non- [0.0021, 0.0149]

WWWw.oiirj.org ISSN 2249-9598




Online International Interdisciplinary Researchrdal, {Bi-Monthly}, ISSN2249-9598, Volume-IV, Se@014 Special Issue

(P/E) members managers

Economic Value x13 | . Percentage of
X5 (EVA) Added [0.0013, 0.0901] institutional investors| [0.0003 , 0.0603]

X6 Market Value Added [0.0026 , 0.0962]

(MVA)

Cash Value Added [0.0006 ’ 0.0762]

(CVA)
True Value Added

_ X8 (TVA) [0.0001, 0.17]

Table 6.2 Weight of sub-criteria of Accountancyséd, value based, and corporate

governance financial performance of sugar companies

X7

6.2 Evaluation and ranking with grey relational analysis
6.2.1 Grey relational analysis

Grey system theory, is an algorithm that analyzesedain relationship of member of a
system with a reference member and it has thehabflisolving multiple criteria decision
making. Grey relational analysis process is detake follows:

6-2-2- Grey Relational Generating

When the measurement units of performance of éiffeindicators characteristics are
various, effects of some indicators may be ignoAddo when some of the performance
indicators have wide range, such event may hapfkso, if the target or direction of
these indicators varies, incorrect results arighénanalysis [6]. Therefore, conversion of
all performance values of each option to a comperateries seems necessary in a
process like normalizing. This processing is callealy relationships generating step in
gray systems theory.

In a multi indicators decision making problem whitéis m options and n indicators, Ith

option can be expressed &5 = (¥;1,¥s2: 1 Vijr -1 ¥in) S0 that y;; is performance vale

of indicator | for  option I. Yi can be change into
X = (xwxw ,,,,xw,,,,xm}comparative series with help of one of the (10),(@1(12)
relations.

}---—Min'lr}"-',i=1afa--um
v = i (et } (10)

u Meax i_}'[_l-',z' =1,2,..um} —Min i}'[j,i=1,2,...,m}

i=1,2,..,m j=12,...n

J'rfz'ni_}'[_l-',i=1,2,...,m} —¥ij

X.. = - -
(11) o Mrzxi_}'[_l-',i=1,2,..um}—;'rfz'ni_}'[_l-',i=1,2,...,m}
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|.‘r'i | —:»'J-'|

X, =

3 L 1 12)
Mrzx[;HExi_}'[j,z—L;,..um}—_}'l-_l.-,_}'l-_l.-—Mmi_}'[_l-',z—l,;,..um}]

i=12,..,m =12, ...n

Relation (10) is used for indicator “larger, bétteelation is used 11 for indicator
“smaller, better” and relation 12, is used for tase which is near to desirable value of
y; is better.

6-2-3- Reference Sequence Definition

After generating gray relationships using 10, 1d 48 equations all of the performance
values put into [1,0] scale. If for an indicaton option |, x;;

Value, which is obtained from gray relationahgeating, is equal with 1 or be near to 1
more than other values ,it means that option Igar&nce in jindicator is better than
other options.so if for all the options the perfarme value equals to 1 ,this option will
be the best choice. This paper defines referencquesee definition as
Xy = (o1, %02, s Xgjs s %o ) = (1,1,...1,...,1) and then searches an option which its

comparative series are nearer to this referenageseq definition.
6-2-4-Grey Relational Coefficient Calculation

Grey Relational Coefficient is used to determingpxoximity to x0j. When the gray
relational coefficient is larger, xij is nearer x0j. Grey Relational coefficient can be
calculated using relation (13):

AMin + TAMax . .
'}-r[xﬁj’xi.}. = L= 1,2, W J= 1,2, weny TL
A;; + CAMax

In relation (13)y (x0j, xij) shows Grey Relational Coefficient bewvexij and x0j in
which:

A= Xo; =Xy
AMin= MinfA,,i =12,..,m;j =1.2,...,n}
AMax = Max{d;;,i = 12,..,m;j =12, ..,n}

Differentiation Coefficient—Z [0,1]

The purpose of the application of the differentiatcoefficient is to extend or limit the
gray relational coefficient scope.
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6-2-5- Grey Relational Grade Calculation

After calculating-,r[x[,}.,xi ;) of all gray relational coefficients, Grey's rédatal grade can
be calculated using relation (14):

F(xurxej = Z Wiy [xﬂj’xéj) [=12,.,m
J=1

Relation (14) shows the Grey's relational gradeveenx; anck,. In fact, this relation

shows the correlation between the reference sequdefinition and the comparative
seriesw; Is | weight that usually depends on decision miakedgment or the structure

of the proposed issue. In additizi=1"*/ =1 [2]. As it was mentioned earlier, on each
indicator, reference sequence definition showsbest performance that can be achieved
between comparative series. Hence,

If a comparative series has the highest gray oelatigrade with reference sequence
definition for an option, it means that this congiafe series, has the highest similarity
with the reference sequence definition and sodpisn is the best choice.

The following table shows performance evaluation @mading of sugar companies
operating in Tehran Stock Exchange based on Gfatyaieal analysis algorithm which is
calculated in software environment designed byaieser.

Table6-3.Grey relational matrix with sugar industry 0.5 diféntiation coefficient

X1 X1 X1 Xi

X1 X2 X3 X4 X5 X6 X7 X8 X9 0 1 5 3

Piransha 0.7 03 0.6 03 08 08 , 03 09 09 06 07 08
hr sugar, 6 4 47 37 71 31 76 94 46 29 14 23
Lorestan| , 03 03 03 09 04 05 04 05 04 09 . 09
sugar 44 89 34 95 81 64 71 56 54 99 > 88
Hggé“hat 05 03 04 03 05 08 03 06 04 07 ,, 06 09
8 5 03 3 9 0 8 74 9 61 7 6 97
sugar
Khurasa| 03 03 03 09 03 04 05 05 03 03 03 , 07
nsugar 36 38 82 98 33 2 48 79 61 42 59 36

Marvdas 06 03 04 03 05 05 03 05 04 09 03 07 03
ht sugar, 1 7 43 38 12 42 4 76 22 94 8 45 35

'\.'Zﬁgﬁh 04 03 03 03 05 09 06 04 03 03 03 08 05
lsugar 49 41 76 35 26 97 51 27 73 56 34 62 65
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shahd 04 03 1 03 04 04 05 03 03 04 03 06 06
79 4 79 17 32 94 34 34 39 45 08 09

Tobat | 53 09 03 03 04 03 03 04 03 03 03 05

am > g2 52 33 39 34 57 1 15 43 8 33 42
sugar

Shahroo, 0.3 03 05 03 04 04 03 04 04 04 03 08 05
dsugar 72 41 48 49 64 05 37 87 09 ' 7 62 35

Neyshab
oor
sugar

03 03 03 03 04 03 03 04 04 03 05 09 05
6 38 36 4 52 72 47 65 23 8 1 37 05

Shirin
khurasa
n sugar

03 03 09 03 03 03 04 03 04 03 03 05 0.4
8 42 91 58 94 68 03 8 09 34 58 ' 02

Table 6-4. Sugar companies grading

differentiation coefficient 0.5

company Degree Grade
Piranshahr sugar 0.713 1
Lorestan sugar 0.621 2
Hegmatan sugar 0.572 3
Sabet khorasan sugar 0.518 4
Marv dasht sugar 0.509 5
Naghsh jahan sugar 0.507 6
Shahd 0.485 7
Torbat jam sugar 0.474 8
Shahrood sugar 0.452 9
Neyshaboor sugar 0.444 10
Shirin khurasan sugar 0.433 11
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According to the results in the above tables Phrahs sugar Company is chosen as a
company with best performance and maximum gradingugar Industry in the Tehran
Stock Exchange during the years 1382-1391.

7. Discussion and conclusions

Generally, in the financial analysis, one or twy k&dicators such as each stock interest
or investment rate yield are considered as decisiaking criteria. However, not only
some relations are existed but also these criteriaddition to Inherent conflict, have
different desirability levels. In addition, capitahd financial markets are constantly a
fluctuating market that naturally there is changd &ck of knowledge in them and also
influence on them significantly. Grey relationalaiysis method considers inputs as
interval numbers for multi-criteria decision makimg addition to investigating the
relationship between various parameters and optwinsh, in fact, will display the
uncertainty in the input structure and decision-imglsystem; In addition, it is a simple
and practical model which covers the above metlodsltaneously.

In this method, unlike most of the decision-makangcedures, first, it is not necessary to
have accurate information and Gray theory, usingyGmnumber concept provides
acceptability and use of unreliable informationc&wl, in this method multiple criteria
are expressed simultaneously and the relationdbgbeween them are applied in the
model. To determine the importance of Criteria degGrey Shannon entropy has this
advantage that determines weights in the intervalsse in the Gray relational analysis
and it is an objective method and there are nefpiexpert opinions in it; Thus, if the
conditions are such that there is probability abem the judgment of experts, using of
this method can be a good and acceptable alteendtivinformation theory entropy
shows uncertainty in expected information contdrda message. In other words, entropy
is a criterion for amount of uncertainty expresegda discrete probability distribution
(pi), Such that if the distribution spreads, thimeertainty is more than the time in which
frequency distribution is sharper.
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